
AD-A166 316 ON THE EXTRENE POINTS OF THE SET OF ALL 2XN BIYARATE 1/1
POSITIVE QUARANT D.. (U) PITTSBURGH UNIV PA CENTER FOR
NULTIVRRIATE ANALYSIS K SUSRANANYAN ET AL. JUN 9?

7 WuJL7RSS1F I ED TR 8? 13 AFOSR-TR797-i1±8 F49621-85--C-0000 F/0 12/3 ML



3..

S1.

- L1

i 40 IIIII'

II1 I1 IIIII5 S'

.. ;. .. '....: . .'.-> -',-.,-;. ,-' -.-.......... % -..- .,...-..-.. .-..- ... , ,-..... ...- ...- ,,,,...-..-,,.. ,,..-.,-,.. ,-,-,.., .. , < .. ,.-



AD-A186 316__
.%.Ina ULj UMCI4 I ATION PAGE READ INSTRUCTIONS,

N U M B ER_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 1 J i 0 H V ' 1_ C O M P L E T N r i . _ O M

2 OTACCESSION NO0. 3. RE CIIENTa 0jru oGrBen Ile%

4 TIT~ (mi.IS~abefis11- TYPE of REPORT & PERIOD COVERED'i

On the extreme points of the set of all 2xn 7 hnee uj~ne 1987
bivariate positive quadrant dependent distrib- 0G

utionc: with fixed marginals and some applicatic n's 86-13UIN ON. ____Nmo.

?. AUIOR(.41. CONTRACT OR GRANT NtJMUER(sJ

K. Subramanyam and M. Bhaskara Rao ft(hC-~--O 3

SPERF'ORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT.POJT.AS
Center for Multivariate Analysis ARE^A WORK UNIT NUMU)ERCST.TS

University of Pittsburgh, 515 Thackeray Hall fF
Pittsburgh, PA 15260 'w-'( C,.-

I I. CONTROLLING OFFICE NAME AND ADDRESS- I2. REPQR4T DATE
Air Force Office of Sientific Research June 1987
Department of the Air Fdt~e I). NUMOER O AE

Bolling Air Force Base, DC 20332 2
14. MONITORING AGENCY NAME A ADDRESS(#( dIiferent froin Controling Ofie) IS. SECURITY CLASS. (o( this r9porI)

\ j unclassified

IS1*.. 0OCLASSIFICATION 
DOWNGRADiNdSCHEDULE

I6. DISTHISUTION STATEMENT (of this Report)

Approved for public release; distribution unlimited

I?. DISTRIev.TION STATEMENT (of She obstigcl entered In Block 20. It 4IIIer.AI from Report)

* LECTE

IS. SUPPLEMENTARY NOTES

It KEY WORDS (Continwe ue rever.se oIt necessary wid Id.rility by block nunebs,)

Asymptotics, convex set, extreme points, hypothesis of independence, Kendall's
tat, me asures of dependence, Pearson's correlation coefficient, positive quadrant
dependence, power of a test, Somer's d, Spearman's Rho

10 AUl.ip MAC I fCn..lfrew o reverses ide It necessary and Ieoteify by block. numbsrl

The set of all bivariate distributions with support contained in [(i,j); i1-1,2
and j se 1,2,.. .,n} whic.. are positive quadrant dependent is a convex set. In
this paper, an algebraic method is presented for the enumeration of all-extreme %,.
points of the convex: set. Certain measures of dependence, including Kendall's.f
tau, are shown to be affine functions of convex set. This property of being
affine helps us to evaluate the asymptotic power of tests based on these measures
of dependence for testing the hypothesis of independence against strict positive
quadrant dependence.

DO I1JAN 71 1473 unclassified ____

SECURITY CLASSIFICATION OF THIS PAGE (When Dos. Entred).I



AFOSR.Tit. 8 7 1 118

r

ON THE EXTREME POINTS OF THE SET OF ALL 2xn

BIVARIATE POSITIVE QUADRANT DEPENDENT

DISTRIBUTIONS WITH FIXED MARGINALS

AND SOME APPLICATIONS*

by

*K. Subramanyam and M. Bhaskara Rao

Center for Multivariate Analysis

University of Pittsburgh

y DTlC
AFELKCTE 0

S..~.. * -. q%~~**

OCT 0 6 1987



ON THE EXTREME POINTS OF THE SET OF ALL 2xn

BIVARIATE POSITIVE QUADRANT DEPENDENT

DISTRIBUTIONS WITH FIXED MARGINALS

AND SOME APPLICATIONS*

by

K. Subramanyam and M.- Bhaskara Rao

June 1987

Technical Report No. 87-13 Accession For

NTIS GRA&I
DTIC TAB
Uniannounced

Center for Multivariate Analysis Ju.,tifioatio

Fifth Floor, Thackeray Hall
University of Pittsburgh By

Pittsburgh, PA 15260 Distribution/

Availability Codes

Avail and/or
~Dist special

*Research sponsored by the Air Force Office of Scientific Research (AFSC) under contract
F49620-85-C-0008. The United States Government is authorized to reproduce and dis-
tribute reprints for governmental purposes notwithstanding any copyright notation hereon.
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SUMMARY

The set of all bivariate distributions with support contained in

((i,j); i = 1,2 and j = 1,2,...,n) which are positive quadrant dependent
is a convex set. In this paper, an algebraic method is presented for
the enumeration of all extreme points of this convex set. Certain measures
of dependence, including Kendall's tau, are shown to be affine functions
on this convex set. This property of being affine helps us to evaluate
the asymptotic power of tests based on these measures of dependence for
testing the hypothesis of independence against strict positive quadrant
d e p e n d e n c e . - T. / I , i

Keywords POSITIVE QUADRANT DEPENDENCE; CONVEX SET; EXTREME POINTS; MEASURES
OF DEPENDENCE; KENDALL'S TAU; SOMER'S d; PEARSON'S CORRELATION
COEFFICIENT; SPEARMAN'S RHO; HYPOTHESIS OF INDEPENDENCE; POWER OF
A TEST; ASYMPTOTICS

1. INTRODUCTION AND PRELIMINARIES

A good understanding of the nature of dependence among multivariate

probability distributions is useful for modelling multivariate random phenomenon.

There is a multitude of dependence notions available in the literature. For a

9 good account of these notions, one may refer to Lehmann (1966), Barlow and

Proschan (1981), and Eaton (1982). In this paper, we concentrate on one particular

notion of dependence, namely, that of positive quadrant dependence among discrete

bivariate distributions and examine the structure of such distributions by

4performing an extreme point analysis. We now describe the problem. Let X and Y

be two random variables with some joint probability distribution function F.

".......................... . .. ~ •- . .- '" ". .' " " " ' " "
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Assume that X takes only two values 1 and 2, and Y takes n values 1,2,...,n.

The joint probability distribution of X and Y can be described by a matrix

P = (Pij) of order 2xn, where Pj Pr(X = i, Y = j), i = 1,2 and j = 1,2,-'',

n. The random variables X and Y are said to be positive quadrant dependent

(equivalently, F or P is said to be positive quadrant dependent) (PQD) if

Pr(X 4 i, Y < j) ' Pr(X < i) Pr(Y < j)

for all i and j. Let pi = Pr(X = i), i = 1,2 and qj = Pr(Y = j), j = 1,2,

• .,n. The above condition can be phrased, equivalently, as follows.

p11 * p1q1

P11 + Pl2 > P1(q1 + q2)

(1.1) P1l + p12 + P1 3  > pl(q 1 + q2 + q3)

... ...

P1 1 + P1 2 + *' + Pln-I1 Pl(ql + + "'" + qn-i "

Let MpQD  denote the collection of all bivariate positive quadrant dependent

distributions with support contained in {(i,j) ; i = 1,2 and j = 1,2,...,n}.

This set is not a convex set. An example of two bivariate distributions P1
and P in M and a number 0 < X < 1 such that XP1 + (1-A)P2  i MPQD

2- PQD12 Q

* are easy to find. However, if we fix the marginal distributions of X and Y,

the above set becomes a convex set. More precisely, let p1 and P2, and

q1, q2 "'. qn be two sets of non-negative numbers satisfying p1 + p2 =

q + 2+q2 +... + qn Let

M M(p,p;qq, pq) (p..) E M p1  +jfo
PQD1'22 ' n = ij PQD 1j +p 2 q o

j = 1,2, ...,n and pii + Pi2 + + Pin

%.%

= Pifor i = ,}
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Under the bivariate distribution P in M p ,p;ql,q,...,n), X and Y
PQD12 12.'n)

are positive quadrant dependent, X has the marginal distribution pit P2 '

and Y has the marginal distribution ql,q 2,'..,qn. This set has nice

properties.

Theorem 1. The set MpQD(P 1,P2 ;ql,q 2 ,.*Oqn
) is compact and convex. More

strongly, this set is a simplex.

Proof. The convexity follows from the inequalities (1.1). That the set is a

simplex is obvious.

Even though the set M is not convex, it can be written as a
PQD

union of compact convex sets, i.e.,

MpQ D  =U MpQD(P*P2;q,2,..,n)

where the union is taken over all plP 2 ; ql,q 2 ,.*,q n  of non-negative

numbers with p1 + P2 = I = q, + q2 + "'" + qn. The fact that MPQD(PIP 2;

qj,q2 ,**qn) is a simplex implies that it has only a finite number of

extreme points, and that every member of this set can be written as a convex

combination of its extreme points. Looking at the notion of positive quadrant

dependence from a global point of view as enunciated aboe is useful. Some

of the applications given in Section 3 amplify this point. A good understanding

of the nature of extreme points will provide a deep insight into the mechanism

of positive quadrant dependence of two random variables.

One of the goals of this paper is to present an algebraic method

to find all the extreme points of the convex set M q(plp2;ql,q2. ).

The cases n = 2 and 3 were discussed by Nguyen and Sampson (1985) in the

context of examining the position of the set Mp (PP;ql,q2,.,q) in

. . . . . . . . . . . .
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the class of all bivariate distributions. These cases were also discussed by

Bhaskara Rao, Krishnaiah and Subramanyam (1987) in the spirit this paper is

concerned with. Some measures of dependence, especially, Kendall's Tau, between

pairs of random variables will be discussed in the light of the convexity

property of the set MpQD(plP 2 ;ql,q 2 '.,qn). The structure of this set will

be exploited to examine properties of certain tests of independence. The affine

property of certain measures of dependence makes it easy to evaluate the

asymptotic powers of tests based on these measures of dependence.

2. ON EXTREME POINTS

Without loss of generality, assume that each of the numbers pI' P29

ql' q2' "'" ' qn is positive. The following result characterizes members of

MpQD(PP2 ;ql,q2',-..,qn). This result is useful to develop an algebraic method

for the extraction of all the extreme points of Mp QD(PlP2;ql,q2,...,qn). Some

notation is in order. For any two real numbers a and b, a V b denotes the

maximum of a and b, a A b denotes the minimum of a and b.

Theorem 2. Let P = (pij) E MpQD(PlP2;qlq2,...,qn. Then the numbers

P1 2 ' "''' Pln-l satisfy the following inequalities.

Plq I Pll < Pi q,

p lq 1  I p q < p1 A q1 l

P V p1(q1 + q2) p11 + P1 2 P A (p11 + q2)

(2.1) (P11 + P12 + q3 ) < P1 1 + P1 2 + P1 3 < P1 A (pll + P1 2 + q3 )

(P11 + P12 + '**+ Pln-2 ) v pljq1 + q2 + " + - )

Pll + Pl2 + " + Pln-1 < p1 A (pll + P1 2 + + Pin-2 + qn- 1 )
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Conversely, suppose pll' P12' " Pln-i are (n-i) numbers satisfying

the above inequalities. Let Pin = Pl - (Pll + P12 + + Pn-1 ) and

P2j = qj - p1j, j = 1,2,"',n. Then the matrix P = (pij) E MPQD(PlIP 2 ;

qliq 2 ,'''iqn
) .

Proof. Some comments are in order on the above result. Since the row and

column sums of matrices P = (pij) in M pD(Plp 2 ;ql,q 2 ,'..,qn) are fixed,

knowledge of the (n-I) numbers p11, p1 2, " p is sufficient. TheP110 P2'* in-i

remaining entries of P can be determined by appropriate subtractions.

Coming to the proof, we observe that since P is positive quadrant dependent,

P1l + P1 2 + ""+ p Pl(q1 + q2 + "'" + q.) for i = 1,2,...,n-l. Since

the entries of P are non-negative, p11 + P1 2 + + P + p1 2 +

+ Pli-i for i = 2,3,'--,n-1. These two sets of inequalities establish

the validity of the inequalities on the left hand side of (2.1). In view of

the marginality restrictions, it follows that P11 + P12 + ... + Pli < Pi

and also < p11 + p12 + "'" + pl-i + q, for i = 1,2,--',n-1. Thus we see

the validity of the inequalities on the right hand side of (2.1). Conversely,

if PlI' P12' "'" ' Pln-i satisfy the inequalities (2.1), it immediately

follows that p > 0 and Plj > 0 for j = 2,3,''',n-i. From the inequalities

on the right hand side of (2.1), it follows that each of P2j' j = 1,2,'..,n-i

is non-negative. Observe also that Pln is non-negative. It remains to be

shown that P2n is non-negative. Since P2n = qn - Pln = n - (P1 - (P1l +

PI2 + **" + pin-i = - p1 + (p11 + P12 + + Plnl) it suffices to

show that p11 + P12 + "" + Pln-i p1 - qn" From the last inequality

of (2.1), it follows that p11 + pI2 + + Pln-1 p1 (q1 + q+ "' + qn)

= P1(I - qn) = p1 - Plqn .Z Pl - qn. It is now clear that the matrix P = (pj)

has the required marginal sums and that P is positive quadrant dependent.

This completes the proof.

* ,r ~~~.'%'% vV%.'%- >.
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An algebraic method for the identification of the extreme points of

MPQD(pl,P 2 ;q,q 2,' n

The following proposition in conjunction with Theorem 2 above

would form the basis of the algebraic method we intend to develop.

Proposition 3. Let al, a2, ' am and bI, b2, -, b be 2m fixed

numbers. Let M be the set of all vectors (xx 2 ,...,x) satisfying

a1  < x < b

a < xI + x < b
2- 1 2-2

(2.2) a3  < x1 + x2 + x3  b

a < x + x + + x < b.
m- 1 2 m- m

Then M is a compact convex set and every extreme point (x*,x*,...,x*) of

M satisfies x* + x* + ... + x* = a. or b. for each i = 1,2,..,m.
1 1

Proof. It is obvious that M is a compact convex set. Assume that M is

non-empty. Let (x*,x*, .,x*) e M. We will show that if x* + x* + ... + xl'!
1' 2' m 1 2

is neither equal to a. nor to b. for some i, then (x*2x*' , ,x*) is
1 1 1' 2'' m

not an extreme point of M. Let i be the largest index in {l,2,...,m} such

that x* + x* + ... + x* is neither equal to a. nor to b.. Let xI' = x1
1 2 1 2

x*; x' = x = ... ; x'- = x = x -  Solve the following equations
1' 2 2~ i1

x+ x2' + + x! a.1 x2 1i

and

x11 + x f + ""+ x". = b,
21 i

for x' and x", respectively. Then we can write x* = xx! + (I-Ox. for

for some 0 < A < 1. Now solve the following equations

9..1
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x'+ X + + X! a.1l 2 j .j

and

x" + x" + ..- + x'! = a.1 2 3 j

if x* + x* + "'+ x a.1 2 . j 3if

or the equations

x, + x' + + x! = b.
1 2 a

and

x" + x" + + x': b.1 2 j a
if x + x* + "'" + x =b.

for j = i+l, i+2, -.. , m, successively. It is now clear that (x',x ,...,x')

and (x'',x' ,,x") are distinct, belong to M, and (x*,x*,...,x*) =
12 m 1 2 m

X(XI',X2' Xm (l-A)(x' 'x",...x"). Hence (x*,x*,...,x*) cannot be

an extreme point of M.

The extreme points of M are easy to find. Set the central

expression in each of the inequalities (2.2) equal either to the quantity

on the right or to the quantity on the left, and then solve the resultant

system of equations in x1l, x2, ... , xm . These systems of equations are

easy to solve recursively. A crude upper bound to the total number of

mextreme points of M is 2 . The system of inequalities (2.1) bear a

close resemblence to the system of inequalities (2.2). The presence of the

symbols V and A in the system (2.1) seem to complicate the problem

of finding the extreme points of Mp;ql,q In order to

reduce the system of inequalities (2.1) to the one of the form (2.2),

we must find a way of getting rid of the symbols V and A from (2.1).

This can be achieved by splitting each inequality in the system (2.1)
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into sub-inequalities, if necessary, using the subsequent inequalities

to get rid of the symbols V and A. Eventually, we should be able to

get systems of inequalities of the type (2.2) equivalent to (2.1). We

will explain this method by working out some examples.

Example 1 The case when n = 2.

The determining inequalities (2.1) become

P q1  < pl1  ! p1 A ql.

There are only two extreme points of MPQD(PlP 2 ;ql,q 2) If

P1 < ql, these are given by

pl plq 2  Pi' 0
P = and P2 =P2 q, P2 q 2-pi q?

If q1 < pI, the extreme points are

[pql plq 2 I [q1

P1 = pq and P2 =  [
p2 q, p2q 2 0 p2

Example 2 The case when n = 3.

The determining inequalities (2.1) become

P q, < pl1  , p1 A ql

and

P11 V p1 (q1 + q2) P11 + P12  P1 A (pl + q?) "

Since there are only two variables, this system of inequalities
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can be solved graphically. As an illustration, let P1 = 0.3, P2 = 0.7

and ql = 0.5, q2 
= 0.3, q3 

= 0.2. The inequalities (2.1) become

0.15 < p11  < 0.3

* and

P11 V 0.24 < P 1 + P1 2  < 0.3.

The maximum symbol V in the second inequality above can be eliminated

by splitting the first inequality into two parts : 0.15 < p11  < 0.24

and 0.24 < p11  < 0.3. The above system of inequalities is equivalent

to the following two systems of inequalities.

0.15 < p11  < 0.24

(2.3) and

0.24 < P11 + P1 2  < 0.3;

or

• " 0.24 < P11 < 0.3

(2.4) and

P11  P P <12 0.3

in the sense that if pl and P1 2  satisfy the given system (2.1) of

inequalities, then p1 1 and P12  satisfy either the system (2.3) or

the system (2.4). The graph of these two systems of inequalities is given

below.

I

d
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P12

0.3

0.24

0.2

0.1
4,

JP

P 4

0 0.1 0.15 0.2 0.24 0.3 p11

Graph of the inequalities (2.3) and (2.4)

The extreme points of the convex set M (0.3,0.7;0.5,0.3,0.2) can be
PQD

read off directly from the above graph. These are given by

[0I= .15 0.09 0.06] r.15 0.15 0.001
2 = 61 0]

.35 0.21 0.14 0.35 0.15 0.2

P=[0.30 0.00 0.001P = [024 0.00 0.061.
S0.20 0.30 0.20] 4 0.26 0.30 0.14 i

One could use the algebraic method described following Proposition 3 to find

the extreme points using the two systems of inequalities (2.3) and (2.4).

After weeding out the duplicates and ncn-extreme points, one gets the same

four matrices detailed above.

Example 3 The case when n = 4.

The determining inequalities (2.1) become



plql < pl1 < P1 A ql,

P1 1 V p<qP + q2 ) c P11 + P1 2  C P1 A (P 1 + '

and

(Pll + P2 ) V p(q + q2 + q3 ) < P11 + P12 + P1 3 <

P1 A (p 1 1 + P1 2 + q3
"

For a specific illustration, take p1 
= 0.6, P2 = 0.4 and q= 0.2, q= 0.4,

q = 0.2, q4 = 0.2. The inequalities then reduce to

0.12 < p11  < 0.2,

(2.5) 0.36 c P11 + P1 2  < P11 + 0.4,

and

V+ p 2 ) v 0.48 < p 11 + P 12 + P 13  c 0.6 A (p11 + P 12 + 0.2).

The symbols V and A are present only in the last inequality above. They

can be eliminated by splitting the first two inequalities carefully. The

system (2.5) is equivalent to the following three systems of inequalities.

0.12 < P1 1 < 0.2,

0.36 < p11 + p1 2  < 0.4,

and

0.48 CPl + P12 + P1 3 : P11 + P1 2 + 0.2;

or

0.12 P11  < 0.2,

0.4 < p1 1 + p1 2 c 0.48,

and
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0.48 4 pll + P12 + P1 3  < 0.6;

or

0.12 < pl < 0.2,

0.48 < p1 1 + P12 < Pl + 0.4,

and

P1l + P1 2 < P11 + P12 + P13 < 0.6.

For each system above, one can find its extreme points algebraically by

setting the central expression in each inequality to either the quantity

on the right or to the quantity on the left. After weeding out the repetitions

and non-extreme points, one obtains the following as the collection of all

extreme points of M PQD(0.6,0.4;0.2,0.4,0.2,0.2).

~0.12 0.24 0.12 0.121 [0.12 0.24 0.20 0.04"
P1 = [ 8; P12 = I

0.08 0.16 0.08 0.08 L.08 0.16 0.00 0.16.

[0.12 0.28 0.20 0.001 .20 0.16 0.12 0.121

0.08 0.12 0.00 0.20 4 0.00 0.24 0.08 0.08

= 0.20 0.16 0.20 0.041 P 6 020 0.20 0.08 0.121;

P 10.00 0.24 0.00 0.16 6 1.00 0.20 0.12 0.18J

0 2 0  0.20 0.20 0.00 [0.12 0.36 0.00 0.1
P7 =  0.0 000 02 P8 = 0.2;

0.00 0.20 0.00 0.2 0.08 0.04 0.20 0.08J

rO.12 0.36 0.12 0.00 0 .20 0.28 0.00 0.121
9 .08 0.04 0.08 0.20 (.00 0.12 0.20 0.08

[0.20 0.28 0.12 0.001 1o.o2 0.40 0.00 0.081,

LO.00 0.12 0.08 0.201 l2 10.08 0.00 0.20 0.12
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0.12 0.40 0.08 0.00 0.20 .40 0.00 0.00

13 0.08 0.00 0.12 0.20 14 -0.00 0.00 0.20 0.20

Remarks. For the general case of n, identification of extreme points

can be carried out in a similar vein as outlined above.One can show that

the joint distribution P under which X and Y are independent is always

an extreme point of MpQD(PlP2;qlq2,...,qn).

3. SOME APPLICATIONS

(1) On the affine property of certain measures of dependence

In the literature, there are several measures of dependence

proposed to study the degree of dependence between two random variables.

For details, one may refer to Agresti (1984, Chapter 9) or Goodman and

Kruskal (1979). In this section, we examine the following problem. For

any bivariate distribution P, let A(P) denote a measure of dependence

proposed. If P1 and P2 are two bivariate distributions in MPQD(P1 ,P2 ;

ql,q2,''',qn) and 0 < X 1 1, is it true that

A(kP 1+ (1-X)P 2) = XA(P 1 ) + (I-X)A(P2)?

If it is so, A(.) can rightly be called an affine measure of dependence

on MpQD(PlP2;qlpq2,...,qn).

Let P = (pij ) be any bivariate distribution of order 2xn. Let

c = 2 [PI(P22 + P2 3 + + P2n ) + P12(p2 3 + P24 + + P2n )

+ + PlnIP2n ]

and
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Sd 2 [pIn (P2 1 + P2 2 + + P2n-1) + Pln-/p2l + P22 + + P2n-2)

+ + pl2 P2 1 .

For any P in MpQD(PlP2;ql,q2,..-,qn), the following are some of the

measures of dependence commonly used in the literature.

Kendall's Tau-b b = (H c H )/[( -P 2 p 2)(l-q -2 ... _ q 2
b c d 1 2 12

Somer's d (Y on X) dyx(P)= (H d )/(I-P 2 2

Somer's d (X on Y) d (P)= (a )/(lq-q q

Pearson's Correlation
Coefficient P(P) = Covp(XY)/[VarM(X) Varp(Y)]O

Spearman's rho P (P) = [ En= (r X -0

2 (r X  0.5)2 n (rY - 0.5)2 q.J{[ i l i P 1[j I

X i-I

where ri E k=l Pk + Pi/2' i = 1,2

Y .j-i

and r. = Es-I q + q./2, j = 1,2,...,n.

Theorem 4 All the measures of dependence described above are affine on

the set MpQD(PIP2;ql,q2,...,qn).

Proof. That the measures P(') and pS( ') are affine is obvious since

these measures are linear functions of the joint probabilities and the

marginals are fixed. For the affine property of Tb(.), dy,(-) and dxy(.),

it suffices to show that H - R is a linear function of the joint
c d

probabilities. By substituting P' j = 1,2,...,n, one can easily

verify that

- d = 2 Zn-I 2n-i )(p )
c d j=1 Pj 2 j=I q+q 2+ ' +qjp 1 j+ )

DV
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This completes the proof.

Remarks In view of the above theorem, it suffices to compute the measure of

dependence for the extreme point distributions of M QD(PlP2;qlpq2,...qn)

for any of the measures of dependence described above. The measure of

dependence for any distribution P in MPQD(PlP 2 ;ql,q 2,..,qn ) is a

convex combination of the corresponding measures of dependence for the

extreme point distributions in M QD(PlP2;ql,q2'...qn). we will make use

of this property in computing asymptotic power of certain tests of independence.

(2) Computation of the power function of tests of independence

Suppose X and Y are two random variables such that X takes

only two values, say, 1 and 2, and Y takes n values, say, 1,2,-.,n.

Assume that the marginal distributions of X and Y are known given by

p1,p2  and q,q 2 ,'',q , respectively. The joint distribution P = (pij)

of X and Y is unknown but known to be positive quadrant dependent. Suppose

we wish to test the validity of the hypothesis

H : X and Y are independent0

against

HI: X and Y are strictly positive quadrant dependent

based on N independent realizations (X,Y ), (X2 ... , (XNY N ) of

(X,Y). The null hypothesis H is simple and the alternative HI1 is

composite. Let P = (piq)" Then H and HI can be written equivalently as

H : P PI

HI :P Pi P MPQD(PI'P2;qI'q2''''-qn).
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If T is any test proposed for H°  against HI, one could use the substance

of Theorem 1 to give a simple expression for the power function of T. Let

0 (P) = Pr(T rejects H I The joint distribution of X and Y is P),
T o

for P E Mp ;ql,q2,''.q

be the power function of T. Obviously, 0T(P) is the size of the test T.

We explain how ST(P) can be simplified when n = 2. Let P1= (pi q) and

P2 be the extreme points of MpQD (pP 2 ;ql,q 2 ). Let P E M p ,;qlq2

Then we can write P = P 1 + (1-X)P2 for some 0 < X< 1. If the joint

distribution of X and Y is P, we denote the joint distribution of the

random sample (XYi1), (X20Y2), "' ,(XNYN) by P. (PN does not

mean that the matrix P is multiplied by itself N times. P is the

product probability measure.) Then

N= N N N r N-rpr N-r

p1 [PI +  ( P2  )'

r N-rwhere P I P2 is the joint distribution of (XI,Y ), (X, Y 2

(XNY ) with (XI,YI), (X2,Y2 ), . ' independently distributed,

(XI,Y 1 ), (X2,Y2), , (X r,Y r ) identically distributed with common

distribution PI' and (Xr+1, Yr+l), (Xr+ 2, Yr+2) , (XN,YN )  identically

distributed with common distribution P We can extend the definition of

8T (P) to encompass this situation. Let

5 (Pr )Nr) Pr(T rejects H I (Xi,Y) (X2,Y2, "'" (X ,Y ) have theTi L 2 ii 2 r' r

common distribution P1 and (X r+l,Y r+)

(X 2 ,Yr2, ... , (X Y) have the

common distribution P2),
2

for r = 0,1,2,''',N.

5.
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In this new notation, 5T(P) 5 T(P

The following result is obvious.

Theorem 5 For any P in MpQD(PlP2;ql,q2),

d-N N r N-r r * -T(P ) = Ero X A  (I-X)N- aT(P 0 P2-)

T Zro r () Ti1 L2

where P = AP + (1-X)P2 with 0 < X < 1.

Remarks. In view of the above result, it suffices to compute 0(P1 P N-r

for r = 0,1,2,...,N. 5T(P) is a convex combination of these numbers

for any P in MPQD(PlP 2; ql,q 2). This formula is also useful if one

wishes to compare the power functions of any two tests. This theorem

has been exploited by Bhaskara Rao, Krishnaiah and Subramanyam (1987) to

compare the performance of some tests in the case of 2x3 bivariate

distributions in small samples. For small sample sizes N, computation

of power functions of tests and comparison of power functions of tests

can be carried out effectively using Theorem 5.

We now wish to emphasize that the affine property of certain

measures of dependence also helps in evaluating the power function

asymptotically for some tests built on these measures of dependence.

As an illustration, consider the test based on Kendall's Tau-b. Let

0ij = #/{(X r,Y r)'s; Xr = i and Yr

for i = 1,2 and j = 1,2.

The data (XI,YI), (X2 ,Y2) ... , (XN) can be summarized in the

form of a contingency table as follows.
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Y2 1 2

1 011 0 12

2 021 022

An estimator of Kendall's Tau-b is given by

22_2 2_2

Tb,N= (2/N2 ) 0 - 012021)/[(l-Pl-p2)(l-ql-q2)]

Test based on Kendall's Tau-b

T : Reject H if and only if b,N > c,

where c is the critical value of the test T

which depends on the given level of significance.

We now evaluate the power function of the test T asymptotically.

Assume, without loss of generality, that p1 < ql. The extreme points of

MPQD(Plp 2 ;ql,q 2 ) are

P1 q and '2 q q
p2 2 2 21  [

Note that Tb(Pl) =0 and Tb(P2) = q P l-P-2_)(l-q-2_ 6, say.

Then for any P in MpQD(PP2 ;ql,q2) with P = X P1 + (1-Xp)P 2  and

0 < kp < 1, it follows that Tb(P) = (i-)p )6.

The asymptotic power function of T has the following structure.

%...........



Iw

-19-

Theorem 6 Let P E MpQD (pP 2 ;ql,q 2).

(i) If c < 0, then limN T(P) = 0.

(ii) If c > 0, then limN(P) = 1 if (I-Xp)6 > c

= 0 if (l-A )6 < c.

Proof. Observe that by the Strong Law of Large Numbers

Tb,N converges to Tb(P) = (1-Ap)6

almost surely as N under the joint distribution P of X and Y.

From this, the desired conclusion follows.

Remarks. It is heartening to note that the size of the test T converges

to 0 as N - for c > 0. For P # Pip one would like to have the

power ST(P) to converge to 1 as N - . As is to be expected, this

is not the case. The hypotheses H and H are not well separated. If

the joint distribution P is very close to Pi' the power 0T(P)

converges to 0 as N - . However, if there is reason to believe that

the bivariate distributions under the alternative hypothesis are close

to P2 ' then the test T has the desired properties mentioned above.

More specifically, let 0 < d < 1 be fixed. Let the hypotheses be

H 0 P P1

and

H :P = 1 + (I-A)P2 with 0 < A < d.

The hypotheses H0 and H are well separated. We can choose a suitable

c which figures in the description of the test T so that we will have
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lir N - o T(PI)0

and

lir N - OT( P )  1

for every P under HI.

Remarks. Computation of the asymptotic power of tests based on affine measures

of dependence can be carried out in the same vein as above for any general n.
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